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Finding the right data
for basic questions or deep analysis
IS hot easy.

|.  How to help data analysts find their data for analytics tasks?

2. How to ground LLM-powered query interfaces in structured data?
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Part |:
How to help data analysts find their data for analytics tasks!?
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Current dataset search systems for analytics use-cases

Imagine you are looking for a dataset to forecast monthly
energy consumption per household until May 2025.

Keyword Search and Metadata Filters

Google Q. monthly energy consumption per household in the United States X [©)

~ Last updated ~ Download format  Croissant ~ Usage rights ~ Topic ~ Provider  Free

69 datasets found

Z—
cia)
a a S e e a rC /ﬁ Monthly and Annual Energy
€I’ consumption by Sector Monthly and Annual Energy Consumption by Sector
catalog data.gov
monthly energy consumption per household in the United States Q 1 oty ot e e . ‘ )
scholaly rtcles cite this dataset (View in Google Scholar)
Dataset updated
. . o staista per capita electricity consumption Jul6, 2021
Try coronavirus covid-19 or water quality site:canada.ca. worldwide 2023, by selected...
‘statista.com Dataset pi

Updated Aug 20, 2024

Learn more about Dataset Search.

fonthiy data since January 1973 and annual data since 1949 on LS. primary and total energy consumption by end-use sec
United States Energy v i . primary. & 9y ption by
Consumption: Residential

Updated Mar 29,2018

v Last updated v Download format Croissant v Usage rights v Topic v Provider Free 69 datas ets e Wh ic h O n e?
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Why is dataset search still so hard in practice?

89 data practitioners recruited through social media & mailing lists

Position Industry

Data analyst/scientist ) Tech
Researcher Finance
Health
Manager- Research-
ML engineer Automotive -
Data engineer Eduéﬁ(i?g'
Software engineer- Energy-
Educator Real Estate-
Student Materials Science
Unemployed Logistics -
: Aerospace -
Business analyst Government
Instructor{ Other
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: “It took longer than | was expecting”:Why is Dataset Search Still So Hard?,
BID S a Hulsebos, M., Lin, W,, Shankar, S., Parameswaran, P, HILDA@SIGMOD 2024.



How do Practitioners Search?

How do you search?

Specific g

| Consultations with colleagues-
Browsing categories or tags

Using filters (e.g. dates)

Search joinable tables for target table-
Recommendations/ratings from others
Suggestions based on prior search-

“...Also, identify people who have worked on similar problems...”

“...1 ask more experienced colleagues which ones are most
inherent to the analysis...”

0 10 20 30 40 50

Key challenges with existing systems?

| Inconsistent naming conventions
Too many data attributes-

“The biggest challenge I've noticed is messy variable naming....”

Unclear column meaning

| Unclear granularity
Result not joinable

Excessive result set

Translating task to data need-

| Limited flexibilty in search expression

“Categorical level of detailing is required...”

“There are too many table results after the initial search....”

0 - 20 30 40 %0 60 “Not many features to search/query keywords...”
' “It took longer than | was expecting”: Why is Dataset Search Still So Hard?,
BlDS: a Hulsebos, M., Lin, W,, Shankar, S., Parameswaran, P, HILDA@SIGMOD 2024.



Towards Next-Generation Dataset Search Systems

Task-driven: explicit data needs unknown to user, start from the task

Hybrid: search spans diff representations of a table; raw metadata + semantics

[terative: beyond keywords+filters; complex process, need for more pruning

Comprehensibility+diversity: result sets hard to digest and navigate; IR principles?

“It took longer than | was expecting”:Why is Dataset Search Still So Hard?,
B IDS a Hulsebos, M., Lin, W, Shankar, S., Parameswaran, P, HILDA@SIGMOD 2024.



Task-driven Search with Hypothetical Schema Embeddings

What data is needed to train a machine learning model to
forecast demand for medicines across suppliers?

(1) Task-driven query [

(2) Hypothetical Schema generation

Instruction: generate schema needed for the given task query.
Query: {task-driven query}
LLM output: “nypothetical schema’

medication table: medication id, medication name,
sales table: medication id, supplier id, date, quantity sold,

(3) Embed(hypothetical schemd

(4) Retrieve source tables from vector store similar to hypothetical schema
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lterative Search through Query Breakdown

Initial complex search query

The fact table should be at r granularity and contain 20,000 records.

[A dataset to train a medicine forecast model, should contain a, b, c,and span 2 years with a date range e to b.

|

<retrieved tables>

Data should contai o
ata should containa, b , ¢ prune: schema similarity
<pruned tables>

D hould 2 ith b.
ata should span 2 years with a date range e to @ prune: —emekiE text-to-sql

<pruned tables>

ﬂ dataset for task x, @ Retrieve through Hypothetical Schema Embeddings

\\ <pruned tables>

The fact table should be at r granularity and contain 20,000 records.” @ prune: metadata text-to-

~

sql/
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LLM-Assisted Interface for Dataset Search

Things we want from Dataset Search interfaces:

LLM Elicitation through Proactive Guidance

Purpose: Prompt users to share more information about their needs,
which will be reflected in the query blocks & search interface.

Dynamic Query Decomposition

Purpose: Allow users to see how the LLM is dynamically updating
and refining the search space, providing transparency into the
search process.

@ Allowing Users to Compare Datasets Efficiently
Purpose: Facilitate high-level exploration of datasets by organizing
them into topics and enable users to delve into metadata details of
individual datasets as they iteratively build and refine their queries.

Top Dataset Results

Snowing 10 out 1 355

N

w

3

®

. World Energy Ct

. Hourly Energy Consumption

8ob Evans + Updated 8 days ago
Usabilty 100% » 6B
2000 racords 40 columns

About Dataset
energy  houyrange  smronment

Description

PJM Interconnection LLC (PJM) is a regional transmission
(RTO) in the United States. It is part of the Eastern

Lucy Evans » Updated 10 days ago
Usabilty 98% » 8ME
5320 records 23 coumns

. International Energy Statistics

Hose Painter » Updated 2 months ago
Usabilty 89% 188
8900 racords + 34 columns

. Appliances Energy Prediction

Amy Smith « Updated 15 days ago
Usabilty 88% + 718
500 records + 20 columns

. Energy Efficiency Dataset

Anrew Fong  Updated 3 weeks ago
Usabilty 88% + 8MB
550 records + 14 columns

. Hourly energy demand generation

Anna Ye » Updated 2 months ago
Usabilty 79% » 1IvB
354 records + 24 columns.

. Renewable Energy

Matt Chang + Updated 3 days ago
Usabilly 78% + 28
75 recards + 3 columns

. Nuclear Energy Datasets

Ken Roth + Updated 8 days ago

Interconnection grid operating an electric transmission system

serving all or parts of Delaware, lllinois, Indiana, Kentucky, Maryland,

Michigan, New Jersey, North Carolina, Ohio, Pennsylvania,
Tennessee, Virginia, West Virginia, and the District of Columbia.

Previous queries

Example Rows
O Datetime = = AEPMW =

Data Overview

Query Blocks @

. classification model for renewable energy %
trends
metadata | usabiiity > 70% ° X
@) (rows > 5000 B
ke (columns > 20 5 X

SYSTEM: Hi, Im chatGPT! Please start your dataset search with a task!

USER: | need a dataset to train a classification model for renewable energy trends.
SYSTEM UPDATED TASK BLOCK

SYSTEM:

(wama you like to focus on solar, wind, or other types of renewable energyv>

(Are you interested in global trends or specific regions? )

USER: | am interested in global solar energy trends datasets with good usability scores.

USERMANUALLY ADDED FILTER BLOCK (2)

BIDS a
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Part 2:
How to ground LLM-powered query interfaces in structured data!?
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Asking LLMs complex questions

7

N\
What is the highest \I
| eligible free rate for

/

“.... To determine the highest free rate
specifically in Alameda County schools, you'd
generally need data from specific school

| K-12 students in the |

| schools in Alameda :

districts or schools in the area, as this rate can

N county? J/ vary widely depending on the socio-economic
K demographics of each district. ...” * /
BIDS | a b *Generated with chatgpt on 6 October 2024
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We need “specific” data to ground LLMs

KB .
- Raw textcorpus 1" g™« relational data!?
o= AN Y
What is the highest !
| eligible free rate for |
| K-12 students in the |
I'schools in Alameda :
County? )
y y RDBs

>
S
wn
3
()
=

SVENEVEVEVEvEvERYRe

B|DS | a b *Retrieval-based Language Models and Applications, Asai, A. et al, Tutorial ACL, 2023. 3



Why we need RAG over structured data

A pattern in practice:“everyone cares about structured data”.

Structured data serve high-value insights! Up-to-date, domain-specific, facts...

BIDS lab
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Queries & RAG pipeline

“Which urban Japanese prefecture is not associated with thorny trees?” [table lookup]

“Shane Hall ran a total of 190 races between the year of 1995 - 2008” [aggregate & compare]

“What is the highest eligible free rate for K-12 students in the schools in Alameda County” [aggregate]

If What is the highest N
| eligible free rate for K-12 |

contextualize &

Istudents in the schools in!
| __ Alameda County?

interpret query

retrieve & rerank

- interpret query

- enrich/transform query

how to retrieve tables?

generate
(& execute)

- read table with LLM

—_

- generation & SQL execution

BID>

lab
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Retrieval is difficult, but crucial...

“.. keep in mind that a good RAG system is really hard to build.
If your retrieval system is mediocre,

the retrieval can easily distract LLMs to backfire...

There is still a long way to go.” - Wenhu Chen (Univ of Waterloo)

BIDS lab
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Important grounds to explore...

Retrieval/generation complexity depends on query

[ RDBs

i

e What “task” does the query intend to do!?

e How should we process the table(s), relational DBs!?

e What should we embed of the table(s) and metadata, and how?

e Given query and embedded corpus, how to retrieve relevant table!?

e Which data source to retrieve from, and when?

e (How) should methods, models, systems generalize across tasks, datasets!’

BIDS lab



Methods for table retrieval

(D Embedding of tables in corpus, and input query

- BM25 /TF-IDF (sparse lexical representations)
- Generate summary/metadata — embed summary + table
- “Naive” embedding of table (header / header+rows) and query

(@ Similarity search (e.g. cosine similarity) to identify top-k relevant tables

But how effective are these! How robust across datasets and tasks? No one really knows!

BIDS lab
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TARGET: Benchmarking Table Retrieval for Generative Tasks

question fact Text-to-SQL
answering  verification Task data loadar _ @ TARGET
r Y . Yo \ top-k retrieved tables
| How'sHuang 11300 <700 r2ce || What is the name | » Al e e
| Yu-ting doingin |1 pop oot 1 ofthecity | sk ateries ground-trut generated | [ ground-truth
| the 2009 World ! | year of 1995 - || furthestto | q target table result | result
O P O . oostn? eTable corpus \ 1
FeTaQA TabFact BIRD Retriever Generator Evaluations
OTTQA Spider T — OTTQA ,/P_r;;\;i (shortened QA example): )
: P : [> (BM25 & tfidf) I Answer the question given the tables. | e retrieval performance
?H:_FH = @ query & I Question: { query } ' e task accuracy
Iﬁﬂ li_ﬂ Llamalndex table emb \Jables: {tables} /il

\
|

- Diverse: tasks & datasets
- Extensible: easily add new tasks, new datasets
- Adaptable: eval custom retriever, generator

BID>

Ji, X, Parameswaran, A., Hulsebos, M., “TARGET: benchmarking Table Retrieval for Generative Tasks”,
a Table Representation Learning workshop NeurlPS, 2024.
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TARGET insights

Question Answering Fact Verification Text-to-SQL
; OTTQA FeTaQA \ TabFact [ Spider BIRD

Method ; R@10 s SB R@l10 s SB : R@10 s P/R/F1 : R@1 s EX R@l s EX
No context : = = 0414 = = 12 405 : - - 0.578/0.42/0.44 : - - 0 - - 0
OTT-QA BM25 i1 0955 0.001 0.606 0.082 0.001 1.631 |‘ 0.338 0.001 0.75/0.26/0.39 | 0.635 0.001 0.385 0.709 0.001 0.181

w/o table title '] 0.443] 0.001 0.529 0.084 0.001 1.555 ' 0.331 0.001 0.75/0.26/0.38 ' 0.5 0.001 0.376 0.535 0.001 0.164
OTT-QA TF-IDF { 0.950 0.001 0425 0.083 0.001 1.639 : 0.336  0.001 0.75/0.26/0.38 : 0.622 0.001 0.474 0.640 0.001 0.227

w/o table title | 043  0.001 0.593 0.083 0.001 1.527 , 0.322 0.001 0.75/0.25/0.37 | 0.492 0.001 0376 0.491 0.001 0.164
Llamalndex 110.458 0.354 0.507 0435 0.396 13.7451]10.827 | 0.297 0.73/0.34/0.47 ' 0.735 0.198 0.559 0.937 0.228 0.311
OpenAl embedding i 0950 0.190 0.599 0.722 0.200 17.64 || 0.779 | 0.189 0.76/0.51/0.61 : 0.768 0.193 0.602 0.926 |0.199 0.317

header only | 0.189 0.61 0.718 0.18 17.66 |/ 0.781 | 0.187 0.75/0.48/0.58 1 0.833 0.175 0.646 0.958 |0.191 0.323

e BM25/TF-IDF less effective, only with very descriptive table name.

e Table rows can “distract” embeddings, particularly in RDBs as seen in practice.

e Generating summary/metadata can help, but not all tables easy to LLM-summarize.

BERKELEY INSTITUTE
FOR DATA SCIENCE

E

Ji, X, Parameswaran, A,, Hulsebos, M., “TARGET: benchmarking Table Retrieval for Generative Tasks”,
Table Representation Learning workshop NeurlPS, 2024.
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Still much to explore...

e What is right input of (meta)data to not “distract” embedding?
e How do we route to proper data source, interpret the task, etc?

e The reality in practice is much harder:
- How do methods perform on more challenging tasks & datasets?
- Closing semantic gap e(query) and e(table); most public datasets
relatively “easy” match between query and tables.
- Relational databases are large — in-DB schema and table retrieval.

Roadmap for TARGET

BID S Ji, X, Parameswaran, A., Hulsebos, M., “TARGET: benchmarking Table Retrieval for Generative Tasks”,
= L a Table Representation Learning workshop NeurlPS, 2024. 21



TARGET is out TODAY!

—_——— - - - -

/" RAG tables over tables with TARGET! N

[
: from target_benchmark.retrievers import AbsCustomEmbeddingRetriever
| class YourRetriever(AbsCustomEmbeddingRetriever):

l def __init__(self, **kwargs):

: # load your favorite table retriever!

|

|

|

|

|

[

def retrieve(self, query: str, dataset_name: str, top_k: int):
# given a query, retrieve the top-k table id

\ def embed_corpus(self, dataset_name: str, corpus: Iterable[Dict]):
g # use retriever, embedding models, etc. to embed the corpus! /

-

- Ready to eval table retrieval and e2e generation: input welcome for v2 |
- Dataon HF code on GH, #pip install target benchmark
- https://target-benchmark.github.io

BID S Ji, X, Parameswaran, A., Hulsebos, M., “TARGET: benchmarking Table Retrieval for Generative Tasks”,
) | Lt a Table Representation Learning workshop NeurlPS, 2024. 22



Key takeaways

- Retrieval (RAG, agents, or dataset discovery) is critical to get insights from data.

- Dataset discovery requires co-worker consultation. Existing interfaces are inflexible.
We propose lightweight retrieval w Hypothetical Schema Embeddings, and a
flexible LLM-assisted interface that takes a task and doesn’t fix metadata filters.

- To push table retrieval for grounding LLMs in structured data forward, we introduce
@ TARGET: the first benchmark for RAG for structured data, and uncover
deficits of methods that are robust for unstructured text! More to come...

BIDS | a b Madelon Hulsebos: @madelonhulsebos madelon@berkeley.edu madelon@cwi.nl 93
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