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The Impressive Capabilities of Transformers

Generating funny dog images Writing graduation speech Completing code

What about tables?

Transformer-architecture leveraged for applications over images, text, code:



We have LLMs… why not analyze docs?
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Tables Dominate the Data Landscape
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Potential of Table Representation Learning
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● indexing
● query execution
● compression

● search
● validation
● exploration

● transformation
● augmentation
● cleaning

● aggregation
● statistics
● visualization

● insight extraction
● machine learning
● dashboarding

High value use-cases, e.g. data analysis: many tables, many tasks!

Available… but also: fresh, structured, domain, data!
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Goal TRL: map tables to some consistent input.
Learn some representation that helps detect 
patterns relevant to given task(s).

Diverse in dimensions, structure, cleanliness and semantics…

Relational data: rich and challenging



Today…

The power of table and column semantics
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What we need to make TRL work

Towards end-to-end data analysis tools
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The power of table and column semantics



Essential understanding
of a table comes
through its columns.
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Semantic column types: what and why?
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Capitalize “name” columns Plot “country” data

cntrname salaryname salary cntr name

Xi

Carl

Sara

naam status land

Join tables on “name” and “country” columns

name

Xi

carl

sara

 name salary cntr

name   salary  country

Looks easy, but….
- Undescriptive header?
- Messy values?
- Diverse data types?

Semantic column types dictate operations sensible to perform on them:



Sherlock: Column Type Detection with DL
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Prior: string matching (header/values) w/ regex or dict: robust? scale? accurate?

Sherlock: A Deep Learning Approach to Semantic Data Type Detection. Hulsebos, Hu, Bakker, et al., KDD 2019. 

https://sherlock.media.mit.edu



How well does Sherlock detect types?
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78 semantic types (name, address, etc).

Challenges
- Numeric data
- Non-mutually exclusive types

Examples of misclassifications.



Don’t we have LLMs now?

Sherlock model: ~0.88 F1.

“Table-tuned” LLM (but not for semantic type detection) [1]:

LLM (GPT-3.5) w/ more examples and specific context [2]:

Representation Learning (LM trained on type detection) [3]:

[2] CHORUS: Foundation Models for Unified Data Discovery and Exploration. Kayali, et al. VLDB, 2024.
[1] TableGPT: Table-tuned gpt for diverse table tasks. P. Li et al, VLDB, 2024

[3] TURL: Table understanding through representation learning. Xiang Deng, et al., ACM SIGMOD Record, 2022.

Sure, GPT-x might do better..
but w/ billions of params vs thousands!
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Semantics for optimizing data systems
Example: column semantics -> correlations.

Cardinality estimation Compression
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What we need to make TRL work
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As LLM scaling laws
reach their limits:
it is all about the 
“quality” of the data,
and the “tricks” we apply.
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● Web/WikiTables → Web applications. Web tables ≉ DB tables…

● Data tasks on offline tables? GitHub as a data source?

What Data Do We Need?



GitTables: a new large corpus with tables
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CSV files Parsed tables

product,  id, 
name, address, ...

product price
product number

name email

Annotated tables

entity,  object, 
id, thing, ...

WordNet

Pandas CSV parser
Syntactic annotation
Semantic annotation

GitTables: A large-scale corpus of relational tables. Hulsebos, Demiralp, & Groth. SIGMOD, 2023.

https://gittables.github.io
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- >1M tables and 800K CSV files.
- Wider+taller, and lots of IDs; more representative.
- Useful for semantic column type detection and schema completion:

Using GitTables

Used for join discovery, CSV parsing, KG enhancement, retrieval eval, etc.
Other corpora to bridge the “realism gap” e.g. SchemaPile, BIRD, Spider.

Header prefix    Suggested completion

payment_id, customer_id   review_id, product_id, product_parent, product_title, ...
id, company     ReceivablePaymentHeader, ReceivablePayment, Status, Customer, BankEntity, ...
id, name, location     phone, email, uid, active, ad_organization_id, ...



Do ‘tableLM’ tricks capture relational properties?
Tables ≠ natural language
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Observatory: Characterizing Relational Table Embeddings. Cong, Hulsebos, Sun, Groth, Jagadish, VLDB, 2024.

Studying neural table embeddings through Codd’s relational model.
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Example Property: Functional Dependencies

Given table with FD: X=country → Y=continent

We argue that:

- FD relations interpretable as translation 
between embeddings E(𝜋𝑋 (𝑠)) and E(𝜋𝑌 (𝑠))

- Model preserves FD if 𝑑(E(𝜋𝑋(𝑠)), E(𝜋𝑌(𝑠))) = 𝑑(E(𝜋𝑋(𝑡)), E(𝜋𝑌(𝑡)))
where d preserves magnitude+direction (L1/L2-norm).

Netherlands

Europe
d1

Netherlands

Europe
d2

- Intuitively:



Current Architectures Often Fall Short…
Turns out, most models do not preserve FDs!
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Impact downstream tasks: row shuffling affects 34% semantic column types!

Measure by avg cosine similarity of col 
embeddings across row permutations.

row order robustness

Extending the Database Relational Model to Capture More Meaning, Codd, 1979. 

RM [4] also has straightforward properties:
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Towards end-to-end data analysis systems



End-to-end DS goes far beyond “automl”

Typically lots of text-to-code (e.g. SQL) involved!



From DS codegen to DS GUI agents

Spider2-V: How Far Are Multimodal Agents From Automating Data Science and Engineering Workflows? Ruisheng Cao, et al., 
NeurIPS Datasets & Benchmarks 2024 24

What’s the right level of abstraction for data agents to operate on, anyway?
Should systems even still focus on human usage?



Sounds cool, how do we get there?

Who or what is doing data analysis, it will need the right data first.
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Finding the right data
for basic questions or 
deep analysis
is still not easy.
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Asking LLMs complex questions

“.... To determine the highest free rate 
specifically in Alameda County schools, you'd 

generally need data from specific school 
districts or schools in the area, as this rate can 
vary widely depending on the socio-economic 

demographics of each district. …” *

*Generated with chatgpt on 6 October 2024

What is the highest 
eligible free rate for 
K-12 students in the 
schools in Alameda 

County?
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“.... To determine the highest free rate 
specifically in Alameda County schools, you'd 

generally need data from specific school 
districts or schools in the area, as this rate can 
vary widely depending on the socio-economic 

demographics of each district. …” *



We need “specific” data to ground LLMs

relational data?
What is the highest 
eligible free rate for 
K-12 students in the 
schools in Alameda 

County?

Answer

RDBs
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? *

Retrieval-based Language Models and Applications, Asai et al, Tutorial ACL, 2023.



Queries & RAG pipeline

“Which urban Japanese prefecture is not associated with thorny trees?” [table lookup]

“What is the highest eligible free rate for K-12 students in the schools in Alameda County” [aggregate]

“Shane Hall ran a total of 190 races between the year of 1995 - 2008” [aggregate & compare] 

contextualize & 
interpret query retrieve & rerank generate

(& execute) response

how to retrieve
structured data?

What is the highest 
eligible free rate for K-12 

students in the schools in 
Alameda County?

retrieve & rerank

read table w LLM
gen + exec SQL

interpret query
enrich/transform q

29



“.. keep in mind that a good RAG system is really hard to build.

If your retrieval system is mediocre,
the retrieval can easily distract LLMs…

There is still a long way to go.” - Wenhu Chen (Univ of Waterloo)

Retrieval is difficult, but crucial…
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Methods for table retrieval
Ⓘ Embed tables in corpus

- BM25 / TF-IDF (sparse lexical representations)
- Generate summary/metadata → embed summary + table
- “Naive” embedding of table (header / header+rows) and query

But how effective are these? How robust across datasets and tasks? No one really knows!

③ Similarity search (e.g. cosine similarity) to identify top-k relevant tables

31

② Embed query



TARGET: Benchmarking Table Retrieval for Generative Tasks
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TARGET: benchmarking Table Retrieval for Generative Tasks, Ji, Parameswaran, Hulsebos. 
Table Representation Learning workshop NeurIPS, 2024.

https://target-benchmark.github.io (pip install target_benchmark )

https://target-benchmark.github.io


TARGET insights

● BM25/TF-IDF less effective than for text, only works with descriptive table name.

● Table rows can “distract” embeddings, particularly in RDBs as seen in practice.

● Generating summary/metadata can help,
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but not all tables easy to LLM-summarize.



Still much to explore…
● What is the right input of (meta)data to not “distract” embedding?
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● How do we route to proper data source, interpret the task, etc?

● The reality in practice is much harder:
- How do methods perform on more challenging tasks & datasets?
- Closing semantic gap e(query) and e(table); most public datasets 

relatively “easy” match between query and tables.
- Relational databases are large → in-DB schema and table retrieval.

Roadmap for TARGET



● Tables are everywhere, serving high-value use-cases in e.g. gov, health, finance.

Take aways…

madelonhulsebos.com, madelon@cwi.nl, @madelonhulsebos

● Capabilities of “foundation” models should extend to tables & relational DBs.

● For this, we need the right data, and the right “tricks”.

● Tables ≠ natural language: tables come with specific properties (e.g. relational).

● For any data analysis system, human or agentic; retrieval is key (e.g. tables, context).
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